
 

  

   

Improving Descriptive Defciencies with a Random Selection Loop for 3D 
Dense Captioning based on Point Clouds 

Shinko Hayashi Zhiqiang Zhang Jinja Zhou 

Hosei University, Tokyo, Japan 
shinko.hayashi.3r@stu.hosei.ac.jp 

Abstract 

We propose adding a random selection loop to improve 
descriptive defciencies in 3D dense captioning based on 
point clouds. Our method determines if descriptions are 
good or bad from the objectness score corresponding to 
the object, then if there are bad descriptions, use the next 
random points to evaluate descriptions and loop this pro-
cess until no more bad descriptions or when these are 
no longer reduced, so that defcient descriptions (e.g., 
“Shelf” is described as “Lamp” as shown in Fig.2) de-
crease. This loop termination condition is confgurable 
since it requires adjusting the execution time of evaluat-
ing descriptions to be not too long and its accuracy is 
not somewhat low. As a result, our work outperforms 
Scan2Cap [9] (14.87% CiDEr@0.5IoU improvement). 

1. Introduction 

In computer vision research, there are many deep neu-
ral networks for visual scene understanding with natural 
language processing, such as dense captioning which gen-
erates sentences to describe how people or animals be-
have, or an event in the input image. However, images 
have a restricted feld of vision, making it impossible to 
grasp the physical size and locations of objects. In con-
trast, 3D dense captioning uses 3D scenes, which allows 
the actual size and location relation to be determined and 
described more accurately. Scan2Cap [9] adapts Point-
Net++ [3] backbone and VoteNet [4] to detect objects in 
3D scenes and introduces the Relational Graph module 
and Context-aware Captioning module to address the is-
sue that object relations are often ignored when describing 
detected objects in 2D images. 

However, when generating or evaluating descriptions, 
Chen et al. [9] randomly select 40,000 points from a point 
cloud, which happens to generate poor descriptions since 
some of those points may not be important in the point 
cloud. We improve this problem by adding a random se-
lection loop. Since the points used in each loop are differ-
ent, some descriptions of objects in the scene may also dif-
fer, so we store good descriptions based on the objectness 
score in each loop. By doing so, low objectness scores re-
gardless of random points in the point cloud become less 
and corresponding objects are more correctly described, 
thus reducing the number of defcient descriptions. 

Figure 1. Comparing the results with Scan2Cap [9] in valida-
tion scene “scene0222”. “Shelf” is sometimes misidentifed as 
“Lamp” in Scan2Cap [9], but in this work, it is described the 
same as the ground truth. 

2. Proposed Approach 
To solve the problem of generating defcient descrip-

tions due to using random points that may contain unim-
portant points in the point cloud as mentioned in section 1, 
we propose a random selection loop to improve the prob-
ability of obtaining high-quality point clouds. We use the 
objectness score corresponding to the object to determine 
if descriptions are good or bad when evaluating, then store 
the information of objects in the list. If the description 
is bad (objectness score < 3), store it and the corre-
sponding object in the bad list; if good, store them in the 
good list. If there is no element in the bad list, the evalu-
ation scores of descriptions are calculated, but if it exists, 
this process is done once more with other random 40,000 
points, i.e., the next loop is started. By using other points, 
the objectness score of objects in the bad list may be better 
in the next loop, so descriptions and corresponding objects 
are stored on the good list, then previous ones are removed 
from the bad list. However, the objectness score of objects 
in the good list may be worse, in which case it is ignored. 
The goal is to repeat this process until all elements in the 
bad list are removed, and calculate the evaluation score of 
descriptions in the good list, however, since the element 
may not be reduced from a certain loop, the loop is inter-
rupted midway (we interrupt it after 3 loops), in this case, 
calculate evaluation score of descriptions in the good list 
and bad list. 

3. Experimental Results and Comparison 
As in Chen et al. [9], we use the ScanRefer [5] dataset 

consisting of 51,583 descriptions for 11,046 objects in 
800 ScanNet [1] scenes, and the standard metrics for im-
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scene0011 
C@0.25IoU B-4@0.25IoU M@0.25IoU R@0.25IoU 

scene0222 
C@0.25IoU B-4@0.25IoU M@0.25IoU R@0.25IoU 

scene0704 
C@0.25IoU B-4@0.25IoU M@0.25IoU R@0.25IoU 

Scan2Cap [9] 49.78 30.34 27.63 51.85 54.51 36.08 24.49 52.73 70.94 30.14 28.16 54.85 
Ours 52.71 34.40 29.92 57.40 70.27 42.49 27.07 58.36 73.70 32.57 30.29 60.34 

Table 1. The example results for 3 validation scenes “scene0011”, “scene0222”, and “scene0704” with Scan2Cap [9] and ours. Metrics 
CiDEr [8], BLEU-4 [6], METEOR [2], and ROUGE [7] are abbreviated as C, B-4, M, R, respectively, with the percentage of the 
predicted bounding boxes whose IoU with the ground truth is greater than 0.25. 

Table 2. The example results for 3 validation scenes “scene0011”, “scene0222”, and “scene0704” with Scan2Cap [9] and ours. The 
percentage of the predicted bounding boxes whose IoU with the ground truth is greater than 0.5. 

scene0011 
C@0.5IoU B-4@0.5IoU M@0.5IoU R@0.5IoU 

scene0222 
C@0.5IoU B-4@0.5IoU M@0.5IoU R@0.5IoU 

scene0704 
C@0.5IoU B-4@0.5IoU M@0.5IoU R@0.5IoU 

Scan2Cap [9] 31.01 24.99 24.65 45.21 37.60 23.54 20.45 42.81 50.40 22.37 23.27 46.28 
Ours 72.71 33.15 28.69 52.26 61.20 32.43 23.44 48.74 58.70 29.68 24.17 47.94 

scene0011 
C@0.5IoU Time(s) 

scene0222 
C@0.5IoU Time(s) 

scene0704 
C@0.5IoU Time(s) 

all scenes 
C@0.5IoU Time(s) 

Scan2Cap [9] 
Ours 

31.01 7.9 
72.71 22.9 

37.60 8.0 
61.20 23.5 

50.40 7.9 
58.70 15.0 

39.08 286.1 
44.89 858.2 

C@0.25IoU B-4@0.25IoU M@0.25IoU R@0.25IoU C@0.5IoU B-4@0.5IoU M@0.5IoU R@0.5IoU 
Scan2Cap [9] 56.82 34.18 26.29 55.27 39.08 23.32 21.97 44.78 
Ours 63.15 35.16 28.25 58.28 44.89 26.38 23.82 47.16 

Table 3. The mean results for all validation scenes with Scan2Cap [9] and ours. 

Figure 2. Comparing the results with Scan2Cap [9] in validation 
scene “scene0704”. The object name “Table” in Scan2Cap [9] 
is sometimes misidentifed as a stool under the table, but in this 
work, it is almost detected as “Table”. 

age captioning, CiDEr [8], BLEU-4 [6], METEOR [2], 
and ROUGE [7], combined with Intersection-over-Union 
(IoU) scores between predicted bounding boxes and the 
target bounding boxes. We compare our approach with 
Scan2Cap [9] on the validation split of ScanRefer [5]. 
At frst, we adapt a random selection loop when evalu-
ating one validation scene, and then compare the results 
on 3 validation scenes, “scene0011”, “scene0222” and 
“scene0704”. As shown in Tab. 1 and Tab. 2, our ap-
proach has better results, and some evaluation scores are 
considerably improved (72.71% compared to 31.01% on 
C@0.5IoU). Then we compare the results on all validation 
scenes. As shown in Tab. 3, our approach also outper-
forms Scan2Cap [9] in average evaluation scores. How-
ever, as shown in Tab. 4, some scenes don’t take much 
execution time, but most take in our approach, so there 
are still areas that can be improved. 

4. Conclusion and Future Work 

In this work, we improve the results of Scan2Cap [9] 
which is 3D dense captioning based on point clouds. We 
propose adding a random selection loop, which results 
in lower objectness scores and the corresponding objects 
being correctly described regardless of random points in 
the point cloud, thus improving descriptive defciencies. 
However, our approach takes time to evaluate most scenes, 
so we will improve this problem in future work. 

Table 4. The CiDEr score and execution time for 3 valida-
tion scenes “scene0011”, “scene0222”, and “scene0704” and its 
mean results for all validation scenes with Scan2Cap [9] and 
ours. The percentage of the predicted bounding boxes whose 
IoU with the ground truth is greater than 0.5. Our method gives 
better results than Scan2Cap [9], but it is time-consuming. 
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