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Abstract 

Salient object detection(SOD) is widely used in the feld 
of computer vision. By automatically detecting the most 
prominent targets in an image or video, SOD can help peo-
ple understand the image or video content faster and more 
accurately. However, due to the unclear background sepa-
ration and the lack of fne edge details, there are still many 
challenges in the practical application of salient object de-
tection technology. We propose Depth-Reformer for salient 
object detection, which utilizes the Depth Transformer En-
coder (DTE) and RGB-Depth Multi-Scale Fuser (RD-MSF) 
for depth features extraction and multi-level feature fusion 
to obtain targeted map. Depth-Reformer ranked the 4th 
place on the track of VizWiz 2023 Salient Object Detection 
challenge. 

1. Introduction 

Salient Object Detection(SOD) is the task of generating 
a binary mask for an image, which can decipher which pix-
els belong to the foreground target of interest rather than the 
background. Although signifcant progress has been made 
in the feld of signifcance detection, there are still some 
challenges and problems. 

For example, the signifcance detection task is essentially 
a subjective issue, and different people may have different 
understandings and annotations of the signifcance regions 
of the same image. Therefore, how to address diversity is-
sues remains a challenging issue. Besides, the salient area 
may be infuenced by multiple factors, such as the image 
background, the shape and size of foreground objects, light-
ing conditions, etc. How to accurately detect signifcance in 
these situations remains a challenging issue. 

In order to effectively separate the front and back back-
grounds in salient detection for different group of peo-
ple, we propose Depth-Reformer model, which integrat-
ing depth information on the basis of the Self-Reformer 
framework [8]. It utilizes the Depth Transformer Encoder 
(DTE) and RGB-Depth Multi-Scale Fuser (RD-MSF) for 
depth features extraction and multi-level feature fusion to 

Figure 1. Overview of Depth-Reformer pipeline 

obtain targeted map, which helps the situation that blind 
people tend to pay more attention to objects that are closer 
and more blurry. We will provide a detailed introduction 
in Section 2 and describe the entire experimental process in 
Section 3. 

2. Method 

As shown in Fig. 1,we propose a depth encoder to better 
incorporate depth features into saliency map detection 
based on Self-Reformer. For simplicity, we derived the 
depth features from DPT-Beit-Large-512, which is a 
Monocular Depth Estimation model [5] and pretrained on 
12 datasets with multi-objective optimization. According to 
the experimental results, the model has accurate and robust 
monocular depth estimation results in indoor environmental 
images. Then, we employ a additional Depth Transformer 
Encoder(DTE), to extract depth features with the same 
structure as the rgb part structure. Finally, depth features 
and rgb features are fused in the RGB-Depth Fuser(RDF) 
to supervise the generation of saliency maps. 

Depth Transformer Encoder(DTE). We output fea-
tures of 7, 14, 28, and 56 pixel sizes using PVT [7] 
backbone to better extract multi-scale depth information. 



   

  

 

  

 

  

    

  

 

  

 

  

 

Variant IOU(%) 

SR 90.44 
SR+Depth 91.02 
SR+Depth+Freeze+Crop 91.88 

Table 1. Ablation study on test set of VizWiz 

Afterwards, we inserted a LayerNorm-Linear-GELU mod-
ule after the multi-scale features. Layer Normalization [1] 
in transformer [6] can effectively prevent overftting 
compared with Batch Normalization, while GELU [4] 
activation function in transformer structure can better avoid 
gradient disappearance than ReLU [3]. 

RGB-Depth Multi-Scale Fuser(RD-MSF). RD-MSF is 
a module that fuses rgb features with depth features of dif-
ferent scales from bottom to top. For each scale, it in-
cludes a BatchNorm-Conv-LeakyReLU module. After the 
rgb-depth features are concatenated, they are transmitted to 
the upper level and fused with the larger rgb-depth features, 
and so on. The fnal features are input into the ViT [2] to 
obtain a saliency map of color depth fusion. 

3. Experiment 
Dataset. The dataset of VizWiz Salient Object Detection 

contains 19116,6105 and 6779 samples in the train,val,test 
set, respectively. Evaluation are conducted by the challenge 
server on the test. 

Implementation Details. In our experiments, PVT 
backbone is pretrained on the DUTS-TR dataset. In the 
training phase, we freeze the front layers of the backbone 
to prevent overftting. At the same time, we conducted 
random cropping to enhance the diversity of the data, but 
only retained masks that still contain saliency targets after 
cropping, otherwise it would change the judgment for 
saliency objects. 

Results. As shown in Tab 1, compared to the Self-
Reformer model, ours successfully achieved a 1.44% IoU 
improvement, thanks to Depth Fusion Encoder and data en-
hancement strategy to prevent overftting. Tab 2 shows pub-
lic results on VizWiz test set, where ours ranked the 4th 
place. 

4. Conclusion 

We propose Depth-Reformer for salient object detection, 
which utilizes the DTE and RD-MSF for depth features 
extraction and multi-level feature fusion to obtain targeted 
map. Depth-Reformer ranked the 4th place on the track of 
VizWiz 2023 Salient Object Detection challenge. 

Rank Team IOU(%) 

1 minivision 94 
2 ll-ly 93 
3 DeepBlue-AI 93 
4 SIMIT-LAB9 92 
5 IIAU-csj 90 
6 SegLab 90 
7 HQ 84 
8 Try1Try 75 
9 TimZ 68 
10 Zero2One 60 

Table 2. Results on test set of VizWiz 
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